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A solution of the inverse heat conduction problem (IHCP) by the steepest descent method is carried out in
order to determine the waste heat flux from a helicon plasma discharge using transient surface temper-
ature measurements obtained from infrared thermography. The infrared camera data is calibrated against
thermocouple data and mapped to real locations on the observed surface. The magnitude and distribution
of the heat flux to the gas containment tube in the helicon is investigated as the applied power, gas flow
rate, magnetic field distribution and neutral gas are varied.
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1. Introduction

1.1. Helicon plasma source

The Variable Specific Impulse Mgnetoplasma Rocket
(VASIMRTM) under development by Ad Astra Rocket Company,
Houston, TX, USA is an advanced space thruster which uses radio
waves (RF) to create and accelerate a magnetized plasma to
provide thrust. Such a device minimizes wear and erosion due to
direct contact between plasma and surfaces and also ejects the
propellant at higher velocity than chemical rockets.

The VASIMRTM consists of three sections. The first stage gener-
ates plasma from a neutral gas using a helicon source [1]. A helicon
source is an efficient plasma generator, producing high density
plasmas with a high degree of ionization. Boswell and Chen [2,3]
have written a review of helicon research. Helicon devices use an
RF power source and antenna operating between the electron
and ion cyclotron frequencies to excite electromagnetic waves
which damp in the region of maximum density gradient [4,5].
The layout of this first section is shown in Fig. 1. Neutral gas is
introduced into a quartz tube which separates the gas from the
high voltages on the RF antenna. The helicon antenna is positioned
concentrically outside the quartz tube, with a small vacuum gap
separating it from the tube outer surface.
ll rights reserved.

: +353 1 283 0534.
).
Three electromagnetic coils surround the tube and the antenna,
hereby referred to as M1, M2 and M3, where M1 is the most up-
stream magnet and M3 is the most downstream with respect to
the direction of propellant flow. These provide the magnetic field
required for helicon operation and radial plasma confinement.
The annular gap between the quartz tube and the inner surface
of the magnets is kept at a vacuum (1.33 � 10�3 Pa) to prevent
arcing from the high voltage antenna. A second stage, not shown
in Fig. 1, adds further energy to the plasma using radio waves at
the ion cyclotron frequency. In the third section, a magnetic nozzle
converts azimuthal ion momentum to axial momentum, thereby
increasing the ion velocity. The plasma can then detach from the
magnetic field.

In this paper, we investigate the thermal behaviour of the
high power helicon source used to produce plasma in the
VASIMRTM VX-50 laboratory experiment [6]. In converting a
neutral gas to a plasma the helicon discharge is subject to a large
amount of waste heat due to radiation and particle flux from the
plasma. The radiation loss from the helicon plasma is primarily
due to UV radiation from resonance transitions in either the neu-
tral or ion. This radiation is absorbed on the surface of the quartz.
In addition, further significant energy losses are due to charged
particle loss and recombination on the interior of the quartz tube.
In order to develop adequate cooling strategies to remove this heat
load, it must first be measured. In the experimental set-up, tem-
perature measurements were limited to the external surface of
the quartz tube, either through thermocouples attached to the
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Nomenclature

A(h, z) linear correction coefficient for IR data
B(h, z) linear correction constant for IR data
BM(z) axially varying magnetic field strength
C specific heat
Dn(h, z, t) direction of descent at iteration n
I current in magnets
J functional to be minimized
»J gradient of the functional with respect to change in qi

(h,z, t)
k conductivity
L length of the computational domain
N no of turns in magnet
n iteration number
qa heat load used to validate inverse method
qe estimated heat flux obtained after stopping criterion is

met
qi true heat flux to inner surface of cylinder
ri inner radius
ro outer radius
rm magnet radius

T temperature distribution
TIR uncorrected IR temperature data
Tn

e outer surface solution of direct problem at iteration n
tps start time of known applied heat flux
tpf end time of known applied heat
tf final time in numerical solution of IHCP
Y measured temperatures at outer surface of tube
bn step size at iteration n
Dr radial spacing
DT variable for solution of sensitivity problem
Dz axial spacing
Dh angular spacing
eQ error in heat flux estimation for validation case
eT error in temperature approximation for validation case
l0 magnetic permeability of free space
q density
r standard deviation of the measuring error
s time variable for adjoint problem
- normally distributed randomly generated number
w variable for solution of adjoint problem
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surface or using an IR camera with a window transparent to infra-
red radiation as shown in Fig. 1. Determining the heat flux from the
plasma to the inner surface of the quartz tube using the transient
temperature measurements at the external surface is an example
of an inverse heat conduction problem.

1.2. Inverse heat conduction problem (IHCP)

A variety of methods for solving the inverse heat conduction
problem have been developed over the years. Two of the most
researched techniques are the function specification method
(FSM) developed by Beck et al. [7] and the iterative regularisation
method developed by Alifanov [8]. A comparison of the various
methods was carried out by Beck et al. [9]. The iterative regularisa-
tion method is a flexible and powerful technique which can be
used to determine internal heat sources [10], unknown varying
thermo-physical properties [11] and unknown boundary condi-
tions [12,13]. Huang and Wang describe a method to determine
an unknown boundary heat flux in an arbitrary 3D domain [14].
The technique approaches the IHCP as an optimisation problem.
For the problem discussed in this paper, the objective is to
determine an unknown heat flux at an inner surface when the
Fig. 1. Layout of quartz tube and helicon antenna inside VASIMRTM VX-50.
outer surface temperature response is known from measurements.
The iterative regularisation technique assumes an arbitrary initial
heat flux and solves the direct heat conduction problem to get
the temperature response at the outer surface. This temperature
response is compared with the measured temperatures and the
heat flux is iteratively modified to minimize the difference be-
tween them. A number of different methods have been used carry
out the optimisation process. A popular technique is the conjugate
gradient method which has been investigated for a number of dif-
ferent implementations by Colaco and Orlande [15]. This method
has been applied to a three dimensional problem by Loulou and
Artioukhine [16]. A conceptually simpler implementation based
on the steepest descent method (SDM) was used by Huang and
Lo to estimate the heat flux in a cutting tool tip [17] and in a high
speed motor housing [18]. In this study, for simplicity, the steepest
descent method (SDM) is used to solve the inverse heat conduction
problem for a three dimensional hollow cylinder. The solution time
using the steepest descent method was sufficiently quick for this
Fig. 2. Computational domain of the inverse problem.



Table 1
Thermo-physical properties of quartz tube.

q [kg/m3] k [W/mK] CP [J/kg K]

2200 1.4 670

Fig. 3. Spatial distribution of the peak heat flux for the computational test cases.
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Fig. 4. Comparison of actual and estimated temperatures (a), (c) and heat fluxes (b), (d) fo
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investigation, and using the conjugate gradient method to improve
the convergence time of the solution was not considered
necessary.
2. Inverse problem

For the cylindrical geometry being considered, and assuming
constant thermo-physical properties, the direct heat conduction
equation is given by

qC
@T
@t
¼ k

@2T
@r2 þ

1
r
@T
@r
þ 1

r2

@2T

@h2 þ
@2T
@z2

" #
; ð1Þ

� k
@Tðr; h; z; tÞ

@r
¼ 0; at r ¼ ro 8 h; z and t; ð1aÞ

� k
@Tðr; h; z; tÞ

@r
¼ qiðh; z; tÞ at r ¼ ri; ð1bÞ

� k
@Tðr; h; z; tÞ

@z
¼ 0; at z ¼ 0; and z ¼ L 8 h; z and t; ð1cÞ

Tðr; h; z; tÞ ¼ Ti at t ¼ 0 8 h; z and r: ð1dÞ

A schematic of the computational domain of the problem is shown
in Fig. 2. In this problem, the heat flux qi(h,z, t) applied to the
interior surface of the cylinder is unknown. A heat flux of zero is
assumed at the outer radius of the tube, as shown by Eq. (1a). This
is deemed to be an acceptable approximation as the temperatures
in the experiment do not lead to significant radiation losses from
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the surface. A perfectly insulated boundary is assumed at the axial
boundary nodes, as indicated by Eq. (1c). Again this is reasonable
as there is such a small area available for axial conduction at this
boundary. The temperatures at the outer surface of the tube are
known from experimental data obtained from an IR camera or
thermocouples. The initial temperature is taken from experimental
measurements, Eq. (1d). The aim of the inverse solution is to iter-
atively estimate the heat flux using an optimisation procedure
which results in a negligible difference between the measured
Fig. 6. (a) Layout of thermocouples in experimental set-up. (b) E
temperatures at the outer surface of the tube and estimated tem-
peratures produced by the numerical model. This is done by min-
imizing the following functional.

Jnþ1ðqiðh; z; tÞÞ ¼
Z tf

0

Z zl

zr

Z 2p

0
½Tnþ1ðro; h; z; tÞ � Yðh; z; tÞ�2dh � dz � dt:

ð2Þ
In the above expression, T n(ro,h,z, t) is the computed tempera-
ture response on the external surface of the tube given by the
xterior view of IR camera access. (c) Image from IR camera.
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solution of the direct heat transfer problem described by Eq.
(1) subject to boundary conditions in Eqs. (1a)–(1d). The vari-
able Y(h,z, t) is the measured transient temperature distribution
on the tube surface.

3. Steepest descent method

The iterative process by which the functional Jn(qi(h,z, t)) is min-
imized is known as the steepest descent method [8]. It is repre-
sented by the following expression for iteratively recalculating
the unknown heat flux

qnþ1
i ðh; z; tÞ ¼ qn

i ðh; z; tÞ � bnDnðh; z; tÞ: ð3Þ

For each iteration n, the heat flux is adjusted by the direction of des-
cent Dn(h,z, t) multiplied by a step size bn. The direction of descent is
given by the gradient of the functional Jðqn

i ðh; z; tÞÞ with respect to
changes in qn

i ðh; z; tÞ; such that

Dnðh; z; tÞ ¼ rJðqn
i ðh; z; tÞÞ: ð4Þ

In order to obtain the gradient of the functional, a solution to
what is known as the adjoint problem is required, an explanation
of which is given in Section 3.1. In order to obtain the suitable
step size a sensitivity problem must be solved. This is explained
in Section 3.2.
Fig. 7. (a) Image obtained from IR camera. (b) Image with mapping grid overlaid. (c) Im
and angular positions on tube surface.
3.1. Adjoint problem

Based on the perturbation principle Alifanov [8] showed that
the gradient of the functional J can be calculated as follows:

rJnðqiðh; z; tÞÞ ¼ �
wðri; h; z; tÞ

k
; ð5Þ

where w(ri,h,z, t) is the solution of the adjoint problem given by

�qC
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@2w
@z2

" #
; ð6Þ

� k
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¼ 2½Tðro; h; z; tÞ � Yðh; z; tÞ�; at r ¼ ro 8 h; z and t;

ð6aÞ

� k
@wðr; h; z; tÞ

@r
¼ 0; at r ¼ ri 8 h; z and t; ð6bÞ

� k
@wðr; h; z; tÞ

@z
¼ 0; at z ¼ 0 and z ¼ L 8 r; h and t; ð6cÞ

wðr; h; z; tÞ ¼ 0; at t ¼ tf 8 h; z and r: ð6dÞ

There is no initial condition for the adjoint problem, but instead a
condition for the final time tf. By introducing a new time variable
defined as s = tf � t the above equations for the adjoint problem
are transformed to the same form as the direct problem, and can
be solved by the same method.
age adjusted for tube curvature and perspective. (d) Temperatures mapped to axial
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Fig. 8. (a) Thermocouple temperature versus IR camera temperature at locations 10, 11 and 14. Thermocouple, uncorrected and corrected IR camera measurements for
locations 10 (b), 11 (c) and 14 (d).
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3.2. The sensitivity problem

A variation in the applied heat flux Dq will cause a correspond-
ing change in the temperature field such that T becomes T + DT.
The sensitivity problem is solved by obtaining a solution to the
direct heat conduction problem for the perturbation in applied
heat flux Dq, which gives the following formulation of the sensitiv-
ity problem:
qC
@DT
@t
¼ k

@2DT
@r2 þ

1
r
@DT
@r
þ 1

r2

@2DT

@h2 þ
@2DT
@z2

" #
; ð7Þ



Fig. 10. Average heat flux distribution to inner surface of tube as power applied to the helicon antenna is increased. (a) RF power: 5800 W, (b) RF power: 6000 W, (c) RF
power: 6300 W, (d) RF power: 8900 W, (e) RF power: 9300 W, (f) RF power: 12,000 W, (g) RF power: 12,800 W, (h) RF power: 16,200 W.
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� k
@DTðr; h; z; tÞ

@r
¼ 0; at r ¼ ro 8 h; z and t; ð7aÞ

� k
@DTðr; h; z; tÞ

@r
¼ Dq; at r ¼ ri 8 h; z and t; ð7bÞ

� k
@DTðr; h; z; tÞ

@z
¼ 0; at z ¼ 0 and z ¼ L 8 r; h and t; ð7cÞ

DTðr; h; z; tÞ ¼ 0; at t ¼ 0 8 h; z and r: ð7dÞ

For the sensitivity problem, the perturbation to the heat flux is the
direction of descent given by Eq. (5). For a linear relationship be-
tween heat flux and temperature, the change in heat flux at each
iteration results in a corresponding change in the temperature dis-
tribution given by the following equations:

qnþ1
i ðh; z; tÞ ¼ qn

i ðh; z; tÞ � bnDqn
i ðh; z; tÞ; ð8Þ

Tnþ1ðro; h; z; tÞ ¼ Tnðro; h; z; tÞ � bnDTnðro; h; z; tÞ: ð9Þ

Substituting Eq. (9) into Eq. (2), to calculate J for the n + 1 iteration
we get Eq. (10)

Jnþ1ðqðh; z; tÞÞ ¼
Z tf

0

Z zl

zr

Z 2p

0
½Tnðro; h; z; tÞ � bnDTnðro; h; z; tÞ

� Yðh; z; tÞ�2dh dz dt: ð10Þ

Minimizing the function J with respect to step size b gives the fol-
lowing expression for b [8]:

bn ¼
R tf

0

R zl
zr

R 2p
0 ½T

nðro; h; z; tÞ � Yðh; z; tÞ�DTnðro; h; z; tÞdh dz dtR tf
0

R zl
zr

R 2p
0 ½DTnðro; h; z; tÞ�2dh dz dt

:

ð11Þ
Table 2
Waste heat load versus applied RF power.

RF power [W] Waste heat as % of applied power

5800 38.5
6000 42.3
6300 40.9
8900 43.2
9300 46.1

12,000 36.8
12,500 34.4
12,800 37.1
16,200 35.9
3.3. The stopping criterion

The discrepancy principle is used to stabilize the solution of the
IHCP from measurement errors [8]. A number of variations on the
stopping criterion exist in the literature. In this experiment Eq. (12)
was used as the stopping criterion [12]:

J <
Z tf

0

Z 2l

2y

Z 2p

0
r2dh � dz � dt; ð12Þ

where r is the standard deviation of the noise error in measured
temperature data.
4. Computational procedure

To start the computational procedure an arbitrary heat flux is
assumed and the direct problem is solved. In this procedure the
heat flux is initially assumed to be zero. The computational proce-
dure is outlined as follows:

1. Solve the direct problem given by Eq. (1).
2. Examine the stopping criterion given by Eq. (12). Continue if not

satisfied.
3. Solve the adjoint problem given by Eq. (6).
4. Compute the direction of descent from Eq. (5).
5. Solve the sensitivity problem from Eq. (7), setting Dq = Dn.
6. Get step size bn from Eq. (11).
7. Calculate new heat flux qn+1 from Eq. (3).
8. Update the calculated temperature using Eq. (9) and return to

step 2.

As the heat conduction equation is linear the direct problem only
needs to be solved at the first iteration. For subsequent iterations
the temperature can be calculated from Eq. (9). Further details
can be found in [12].

4.1. Solution of direct problems

For the experimental data involved the plasma was generated
for 5 s pulses. The solution of the direct problem was carried out
using an explicit finite difference formulation of the partial differ-
ential equations involved. A minimum resolution of 0.005 m was
chosen in the axial direction, Dz = 0.005 m. The number of axial
nodes is 60. The number of tangential nodes was set to 40,
Dh = 0.157 rad, while 10 radial nodes were used, Dr = 0.00025 m.
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The cylindrical quartz tube had ri = 45 mm and an ro = 47.5 mm.
The properties of quartz are given in Table 1. The domain is divided
into radial, angular and axial nodes 10 � 40 � 60. For stability, the
maximum time-step was set to 0.0102 s [19]. Experimental
measurements indicated that the tube generally did not have a
uniform initial temperature distribution. For the computational
procedure the initial temperature distribution is take from the IR
measurement at t = 0 as shown by Eq. (13). The temperature
through the thickness of the tube was assumed to be the same as
the outer surface temperature. The numerical solution was
validated against test cases where analytical solutions were
available from a standard textbook [20]

Tðr; h; z;0Þ ¼ Yðh; z; 0Þ 8 r: ð13Þ
Fig. 12. Average heat flux distribution from the plasma for varying neutral gas flow rate fr
flow rate 8.33 � 10�6 m3/s, (c) gas flow rate 1.16 � 10�5 m3/s, (d) gas flow rate 1.5 � 10
5. Computational test cases

In order to evaluate the accuracy of the solution of the inverse
problem, simulated data is obtained by solving the direct heat con-
duction problem with a specified heat flux and using the returned
temperature data as the input measurements to the inverse
problem.

The known heat flux varies with space and time. The spatial dis-
tribution of the heat flux is given by Eq. (14a)

qaðh; z; tÞ ¼ qpk �
2
L2 z2 þ 2

L
zþ 0:5

� �
0:7þ 0:3 cosðhÞð Þ;

for tps � t � tpf ; ð14aÞ
qaðh; z; tÞ ¼ 0 for t > tps and t < tpf : ð14bÞ
om (a) 5 � 10�6 m3/s to (e) 1.83 � 10�5 m3/s. (a) Gas flow rate 5 � 10�6 m3/s, (b) gas
�5 m3/s, (e) gas flow rate 1.83 � 10�5 m3/s.
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Fig. 13. Heat load as percentage of applied power versus gas flow rate.

Fig. 14. Magnetic field strength versus axial location with varying M1.
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To match the experimental data the heat flux was assumed to act
over a 5 s pulse. The temporal behaviour of the heat flux was inves-
tigated for two cases. In the first one a step behaviour is assumed for
time so that heat flux is on between two points in time tps and tpf

and is zero at all other points in time. A peak heat flux qpk of
100 kW/m2 is used with tps = 2 and tpf = 7. For the second case a
ramp change was used. The heat flux increases linearly from zero
at t = 2 to the local maximum at t = 4.5, before decreasing linearly
to zero at t = 7. The length of the computational domain L is set to
0.3 m. The distribution of this heat flux can be seen in Fig. 3. To
better approximate real experimental conditions noise is added to
the generated temperature measurements using a normally distrib-
uted randomly generated number - and a standard deviation r of
2 K as shown in Eq. (15)

Y ¼ T þ �xr: ð15Þ

The accuracy of the solution of the inverse problem in terms of
matching the applied heat flux and the simulated temperature data
is evaluated using Eqs. (16) and (17), as follows:

eQ ¼
PN

i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðqe � qaÞ

2
q

PN
i¼1

ffiffiffiffiffiffiffiffiffiffiffi
ðqaÞ

2
q � 100; ð16Þ

eT ¼
PN

i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðTe � YÞ2

q
PN

i¼1

ffiffiffiffiffiffiffiffiffi
ðYÞ2

q � 100; ð17Þ

where N is the total number of measurements, which is the number
of tangential nodes by axial nodes by the number of time-steps. The
total time in the applied test case was 9 s and N is 1,099,880. Fig. 4
compares the measured and estimated temperatures, Y and Te, and
the applied and estimated heat fluxes, qa and qe, after the stopping
criterion has been reached, at three points (0.05 m 90�), (0.1 m
135�) and (0.15 m 180�). The error in the estimation of heat flux
for the step change in heat flux from Eq. (16) is 16.47%, while the
error in temperature comparison using Eq. (17) is 0.48%. For the
ramp change in heat flux the error in the temperature match is
0.51% and the error in matching the heat flux is 7.72%. It can be seen
that in general the error in the heat flux data is much larger than in
the temperature data. This is due to the ill-posed nature of the
inverse heat conduction problem. The estimated heat flux better
matches the ramp change than the step change. Fig. 4(b) indicates
that that the bulk of the error in the first case is due to poor match-
ing of the sudden change in heat flux that occurs at 2 and 7 s. The
second case has a lower heat flux estimation error as the heat flux
changes at a slower rate and it is clear form Fig. 4(d) that attains a
closer match to the temporal behaviour of the heat flux. The stop-
ping criterion is met after 62 iterations for the first case and after
47 iterations for the second case. The variation of the functional J
with respect to the iteration number for each test case is shown
in Fig. 5.

6. Temperature measurements

In the experimental set-up, temperature measurements were
taken using an IR camera which viewed the outer surface of the
quartz tube through a zinc selenide window, which is transparent
to infrared radiation at the wavelengths of interest. The Inframet-
rics model 600 camera has a liquid nitrogen cooled micro-bolom-
eter detector and a spectral bandpass from 8 to 14 lm. The
temperature accuracy of the camera is ±2% of the reading. The tem-
perature range of the camera can be adjusted to 5, 10, 20, 50, 100
and 200 K. Temperature measurements were also taken using an
array of up to 20 K-type thermocouples which were attached to
the surface of the quartz tube using a ceramic adhesive. The exper-
imental layout can be seen in Fig. 6. A gold plated mirror attached
inside the vacuum chamber reflected the tube image to allow the
camera to view the tube surface from an oblique angle through
the IR window. This set-up allowed the IR camera to view the area
from the helicon antenna to the start of the taper in the quartz
tube. Initial data indicated that this was where the bulk of the heat
was deposited. The video output from the IR camera was captured
to PC using a DAQ board and National Instruments Labview soft-
ware. Temperature data was sampled at a rate of 30 Hz. For the in-
verse method the outer surface temperatures as a function of
position and time were required. A Matlab script was written to
take images retrieved from the IR video data and, using informa-
tion known about the geometry, map the pixel data to discrete
points on the tube surface as a function of time. The script only
took pixels from areas of interest on the surface of the tube, remov-
ing areas obscured by the antenna, and interpolating to replace
missing values. This procedure introduces some unavoidable
uncertainty into the estimation of heat flux. However, the error
is believed to be relatively small as the bulk of the heat is known
to be deposited downstream of the antenna and the distances over
which data is interpolated are relatively small with respect to the
total measured area. The script allowed variable spatial and tem-
poral discretization of the temperature data, which allowed the
measurement data to match the chosen computational domain.
Fig. 7(a)–(d) shows the procedure for taking the image from the
IR camera mapping it to the tube surface. To give data for a full
cylinder, symmetry is assumed by letting the temperature
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distribution on the unseen side of the cylinder equal that of the vis-
ible side. The temperature data from the IR camera contains noise
error. For a typical data sample, using 100 K range on the IR cam-
era, the standard deviation of this noise error in the temperature
data was determined to be 2.79 K. Measurement of this value is re-
quired for calculating the stopping criterion from Eq. (12).
7. Comparison of IR camera and thermocouple data

For calculating the temperature of the quartz tube, the video
software in the IR camera assumed the surface to be a black body.
In fact the radiation seen by the IR camera will be modified by a
number of factors. The zinc selenide window transmits 70% of
the IR radiation in the wavelength range of interest. The ambient
surroundings at a temperature of 293 K will also contribute some
Fig. 15. Average heat flux distribution from the plasma as magnetic field distribution is v
M1: 400 A, (e) M1: 500 A, (f) M1: 600 A.
radiation. The emissivity of the quartz tube can also vary as a
function of temperature and viewing angle. All these factors alter
the temperature determined from the camera according to Eq.
(13). To calibrate the temperature readings from the IR camera,
experimental data was taken with thermocouples attached to sur-
face of the tube with a ceramic adhesive. The thermocouples were
located at different axial and angular positions on the tube surface.
Three thermocouples were located within the area of the tube
visible to the IR camera, as shown in Fig. 6(c). The thermocouples
were numbered 10, 11 and 14 and will be referred to as TC10,
TC11 and TC14. TC10 was located at 0.59 m and 45� from the tube
centre. TC11 and TC14 are located at 0� and 0.59 m and 0.65 m,
respectively, where the distance is measured from the point at
which neutral gas enters the tube. Fig. 8 shows a comparison of
the temperature given by the thermocouples and by the IR camera
over a 60 second period. Fig. 8(a) plots the relationship between
aried by varying the current in M1. (a) M1: 100 A, (b) M1: 200 A, (c) M1: 300 A, (d)



100 200 300 400 500 600
0.25

0.3

0.35

0.4

0.45

0.5

0.55

0.6

H
ea

t l
os

s 
as

 fr
ac

tio
n 

of
 R

F 
po

w
er

Magnet1 [A]

Fig. 16. Total heat load as percentage of applied heat flux versus current in M1. The
observed changes are within the error of the measurement.
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the camera temperature and the tube temperature using Eq. (18)
for three different emissivity values

Tcam ¼ 0:7eIRT4
tube þ 0:3T4

amb

� �0:25
: ð18Þ

The effect of viewing angle on the temperature seen by the cam-
era is clear from Fig. 8(a), with the area at the top of the tube near
TC10 appearing (from IR reading) much cooler than the centre of
the tube where TC11 and TC14 are located. Over the temperature
range of interest, the relationship between the temperature
recorded by the IR camera and the actual temperature can be
described with a linear fit. With the camera set to a 100 K range.
The linear fit for the temperature relationship at locations 10, 11
and 14 is given with

TC10: Y = 1.64TIR � 149
TC11: Y = 1.35TIR � 68
TC14: Y = 1.38TIR � 87

To extend this relationship for all points on the tube a 2D spline
interpolation/extrapolation of the relationship at the three points
is carried out. At each point on the tube surface the temperature
is corrected using Eq. (19) as follows:

Yðh; z; tÞ ¼ Aðh; zÞ � T IRðh; z; tÞ þ Bðh; zÞ: ð19Þ

The temperature data from the thermocouples is compared
with the uncorrected and corrected temperature data from the IR
camera in Fig. 8(b) and (c). This correction procedure resulted in
the determination of a higher heat load than estimated previously
[21]. The data from the thermocouples show a significant lag in the
measured temperature response compared to the IR camera. In
some case the thermocouples can take up to a minute to reach
their maximum temperature. This is much longer than it would
take for heat to diffuse through the 2.5 mm thick quartz tube.
Thermocouples are attached to the tube surface using a ceramic
adhesive. The data indicates that there is a significant thermal
resistance between the thermocouples and the tube surface, or a
significant heat capacity of the ceramic in this method.

8. Experimental results

The experimental investigation of the helicon involved varying
the applied RF power at the antenna, the gas flow rate into the hel-
icon source and the profile of the magnetic field in the axial direc-
tion. The RF power was applied in 5 s pulses for all test cases.
Fig. 9(a) shows a comparison between the measured temperature
Y and the estimated temperature Te at three points (0.565 m
129.1�), (0.59 m 101.5�) and (0.615 m 83�). Fig. 9(b) shows the time
dependent heat flux at the inner surface of the tube at these three
points. This data was taken for an applied RF power of 6 kW. The
time averaged heat flux for the full surface can be seen in
Fig. 10(a). The time varying behaviour of this heat flux was found
to be the same for all points and shows the closest resemblance
to a constant step heat impulse for the 5 s period that the RF power
is applied. Varying the operational parameters of the device was
found to have a negligible effect on the time varying behaviour
of the heat flux. A time response closely resembling a step change
in heat flux while the RF power was applied was seen for all exper-
imental data. However the spatial distribution of heat flux did vary
significantly and for the sake of clarity the following heat flux
results are presented with the time averaged spatial distribution.

8.1. Increasing applied RF power

In this set of experiments gas flow rate was kept constant at
1.167 � 10�5 m3/s of argon gas. This flow rate was measured at
standard temperature and pressure for all experiments. The power
applied to the antenna was varied from 5800 to 16,200 W. The
magnetic field profile was kept constant with M1 and M2 carrying
300 A and M3 carrying 1600 A, which corresponds to a magnetic
field strength of 0.23 T under the centre of the helicon.
Fig. 10(a)–(h) shows the time averaged heat flux from the plasma
at each applied power level. The location of the helicon antenna
is outlined in black in each figure. The distribution of the heat flux
is seen to remain relatively constant with increasing applied
power. The experimental data indicates that the location of the
peak heat load remains at the same location just downstream of
the helicon antenna at 0.6 m from the injection point of the neutral
gas and 0� from the centre of the tube as viewed with the IR cam-
era. A comparison of the total heat lost to the tube as measured
using the IR camera data shows an approximately linear relation-
ship with respect to the applied RF power at the helicon antenna
as shown in Fig. 11(a). Table 2 also shows the waste heat load as
a percentage of the applied power. The average heat load to the
tube is 39.5% of the applied power. The peak heat flux to the inner
surface of the tube is also seen to depend linearly on the power
applied at the helicon antenna as indicated in Fig. 11(b). The
standard deviation of the errors associated with the linear fit is
403 W while for the peak heat flux the standard deviation is
8 kW/m2.



Fig. 18. Average heat flux to inner surface of tube as current in M2 is varied. (a) M2: 100 A, (b) M2: 200 A, (c) M2: 300 A, (d) M2: 400 A, (e) M2: 500 A, (f) M2: 600 A.
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8.2. Varying gas flow rate

For this experiment the power applied at the RF antenna is kept
constant at 12,000 W. The magnetic field is maintained with the
same distribution as in Section 8.1. The neutral gas flow rate is in-
creased from 5 � 10�6 to 1.83 � 10�5 m3/s. The distribution of heat
flux is shown in Fig. 12(a)–(e). Fig. 13 shows the total power lost as
a percentage of applied RF power for varying gas flow rate. The total
heat load increases as gas flow is increased although it appears to
level out as the flow rate approaches 1.83 � 10�5 m3/s. At the low-
est flow rate the typical heat flux distribution changes. For this flow
rate the peak heat flux occurs just under the downstream end of the
helicon antenna at 0.55 m. This is perhaps indicative of capacitive
coupling between the plasma and the antenna, as the antenna lies
in closer proximity to the tube surface in this region due to
imperfect mounting.
8.3. Varying upstream magnetic field (M1)

The magnetic field is generated by three liquid nitrogen cooled
150 turn copper coils. The variation of magnetic field of a solenoid
along its central axis is given by Eq. (20)

BMðzÞ �
l0

4p
N � I � r2

m

ðr2
m þ z2Þ3=2 : ð20Þ

The axial distribution of the magnetic field for varying current
in M1 is shown in Fig. 14, with the current in M2 equal to 300 A
and M3 equal to 1600 A. The position of the helicon antenna is
shown for reference. The power applied at the RF antenna is kept
constant at 6000 W. The flow rate of the argon gas is maintained
at 1.67 � 10�5 m3/s. The heat flux distribution is shown in
Fig. 15(a)–(f). Varying the current in M1 has a small effect on the
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distribution of the heat load. Fig. 16 indicates the total heat load as
the current is varied. A small peak is seen in the total heat load
when M1 is set to 300 A.

8.4. Varying downstream magnetic field M2

For this run of experiments M1 was kept constant with a cur-
rent of 300 A. M2 was varied from 100 to 600 A. The power applied
at the RF antenna was kept constant at 12,000 W, and applied for
5 s pulses. The gas flow rate was also kept constant at
1.17 � 10�5 m3/s. The variation of the axial magnetic field as M2
is varied is shown in Fig. 17. As expected varying the current in
M2 has a much larger effect on the magnetic field strength in the
area which can be seen by the IR camera from 0.4 to 0.7 m than
varying M1 (refer to Fig. 1). As the current in M2 is increased from
100 to 400 A the location of the peak heat flux was shifted from left
to right, as shown in Fig. 18. Again as the current is increased to
500 and 600 A the location of the peak heat flux is split between
0.5 and 0.65 m. In both Fig. 18(e) and (f) localized heating can be
seen occurring at the downstream edge of the helicon antenna.
Fig. 19 indicates a general trend of decreasing heat load with
increasing current in M2. Fig. 18(a) shows a heat being deposited
across a wide area of the tube from 0.45 to 0.6 m. From Fig. 17 this
length corresponds to the location of a minimal magnetic field
Fig. 20. Location of peak heat flux for varying magnetic field 6000 W (a)
strength. As the current in M2 is increased the local minima in
the magnetic field strength shifts downstream, as does the location
at which the peak heat flux to the inner surface of the tube occurs.
This relationship is shown in Fig. 20(a) for 6000 W of applied
power and Fig. 20(b) for 12,000 W of applied power. The axial loca-
tion of the peak heat flux is marked with a hollow square. The axial
variation of the magnetic field strength is also shown.

9. Conclusions

The use of the steepest descent method in solving the IHCP has
been proven as an effective method for determining the waste heat
flux from a high power helicon device.

The method proved capable of estimating the asymmetric heat
loads that are observed during helicon operation. Temperature
data obtained using thermocouples was found to have a significant
lag in response time, due to thermal resistances and capacitances
introduced by the method of attachment. As a result IR camera
data was used as the primary measurement for the solution of
the IHCP. Thermocouple measurements were used to develop a
correction procedure for the IR camera data. The average heat load
from the helicon was determined for a range of applied RF powers
and was seen to scale linearly with power when gas flow rate and
magnetic field distribution were kept constant. The average heat
load was found to be close to 40% of the applied RF power. The
location of the peak heat load was seen to remain constant at
0.6 m. Increasing gas flow rate was also found to increase the over-
all heat rejected from the plasma, although the trend indicated that
saturation was reached above 1.5 � 10�5 m3/s. The spatial distribu-
tion of the heat flux was found to depend on the type of gas used in
the helicon source and the axial variation of the magnetic field
strength. Changes in the magnetic field strength in the vicinity of
the helicon antenna were found to have the strongest influence
on the distribution of the heat rejected to the tube. Initially
increasing the magnetic field strength near the antenna causes
the location of the peak heat flux to shift further downstream. At
field strengths above 0.3 T the location of the peak heat load was
split between 0.5 and 0.65 m with localized heating occurring un-
der the downstream strap of the antenna. Increasing the down-
stream magnetic field was also found to reduce the overall heat
load to the helicon tube. Further experimental work will be re-
quired to establish quantitatively the relationship between the
various control parameters in the helicon plasma source and the
magnitude and distribution of the waste heat flux to the gas
containment tube. While the heat flux is seen to behave as step
. Location of peak heat flux for varying magnetic field 12,000 W (b).
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response when RF power is applied for relatively short pulses,
longer experimental runs will be required to determine whether
the heat flux varies significantly with time.
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